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Abstract—Low earth orbit (LEO) computing-aware networks
(LCANs) are proposed as an intelligent information infrastruc-
ture providing a solution for delay-sensitive computing tasks
worldwide. The utilization of distributed computing architecture
in an LCAN is emerging as a prospective resolution to cope with
the limited computational resources of single satellite. Distributed
computing depends on the exchange of information between
worker nodes, as a type of concurrent and interrelated data
flows called coflow. However, huge delay of coflow transmission
is caused by the time-varying network topology and dynamic
ISL conditions in an LCAN. To solve this problem, we establish
an LCAN topology model, elaborating the orbit movement and
ISL connectivity. Then we propose a novel time-varying graph to
depict coflow transmission, which can improve the adaptability
of coflow routing. Based on the proposed time-varying graph,
we formulate coflow routing problem as a path combinatorial
optimization and present an iterative heuristic algorithm named
dynamic priority coflow routing (DPCoR). The DPCoR can
dynamically adjust the priorities of coflow according to their
increments to CCT, and thereby ensure that flows with high
priorities for better routing paths. Furthermore, we compare DP-
CoR with traditional flow routing schemes, i.e., equal-cost multi-
path routing (ECMP) and software defined routing algorithm
(SDRA) in various LCAN scenarios with different numbers of
worker nodes, workloads and link conditions. The simulation
results demonstrated that DPCoR algorithm can reduce the
coflow completion time (CCT) effectively.

Index Terms—LCAN, coflow routing, time-varying graph,
DPCoR, CCT

I. INTRODUCTION

Low earth orbit (LEO) computing-aware networks (LCAN)

can facilitate the efficient utilization of on-board real-time

communication and computing resources, schedule different

applications to the appropriate satellite computing nodes [1].

To solve the problem that the computing resources on satellites

are extremely limited, it is planned to deploy distributed
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computing architecture in the LCAN, to significantly enhance

the overall efficiency of delay-sensitive computing tasks [2].

Distributed computing relies on the exchange of interme-

diate information between worker nodes, which is a kind

of concurrent data flows, called coflow. The transmission

of coflow occupies more than 50% of the job completion

time, making it a key issue for task execution efficiency

[3]. Continuous efforts have been devoted to solving coflow

routing issues. [4] first identified bottleneck flows by assessing

flow rate and transmitted bytes, then allocates bandwidth for

other flows to match the bottleneck rate. Software-defined

network (SDN) has been widely used in distributed computing

network, because it can improve the flexibility of coflow

management [5]. Moreover, the application of SDN for coflow

routing and bandwidth allocation in a fat-tree network topol-

ogy has been explored in [6]. However, the above coflow

routing and scheduling algorithms focused on the terrestrial

distributed networks scenarios. How to address the challenges

posed by complex and dynamic topologies in LCAN, remains

an imperative issue for effective coflow routing in satellite

network, which motivates our work.

Many scholars use graph models to design routing algo-

rithms in LEO satellite networks. Departing from static snap-

shot graphs, various time-varying graphs have been emerged,

as well as corresponding routing strategies subsequently. The

time-expanded graph (TEG) duplicates the original networks

for each time slot, builds edges connecting each node, whose

copy at the next slot is to represent data storage [7]. Based on

TEG, the multicast time-expanded graph (MTEG) is further

proposed to depict the across-time multicast transmission

accurately in [8]. In [9], on the basis of weighted time-

space evolution graph, a inter-satellite links (ISLs) utility-

based dynamic routing algorithm is proposed to improve the

adaptability of routing.

Unfortunately, the aforementioned dynamic routing algo-

rithms applied in LEO networks fairly distribute link resources

to flows in coflow set, emphasizing the improvement of aver-

age delay. Therefore, reducing average routing time does not

necessarily indicate better overall transmission performance.

Actually, in computing tasks, different flows contribute un-
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equally to the coflow completion time (CCT), resulting in bad

performance in traditional routing algorithms. In recent years,

there has been some research on coflow routing in satellite

distributed computing networks [10], but no consideration has

been given to the possible links interruption caused by the

dynamic topology. To bridge the gap, we attempt to propose

a more suitable coflow routing algorithm for time-varying

topology in LCAN, i.e., dynamic priority coflow routing

(DPCoR). In summary, the main contributions of this paper

can be summarized as follows:

1) We elaborate the connectivity of ISLs in LCAN topology.

And a time-varying graph model is proposed to depict the

dynamic transmission process of coflow. In this graph model,

the feasible path set of the coflow set can be calculated. Then,

the optimal coflow routing problem can be formulated into a

path combinatorial optimization problem.

2) A heuristic algorithm DPCoR is designed to minimize

CCT, which can dynamically adjust the priority of coflow

according to their contributions on CCT. Compared to tradi-

tional routing algorithms, DPCoR prioritizes assigning better

transmission paths to high-priority flows, thereby improving

the overall performance of coflow transmission.

3) Simulation results demonstrate that under the conditions

of dynamic topology and limited link capacities, our proposed

DPCoR achieves an average improvement of 38.8%, 23.5%
and 9.9%, compared to Dijkstra shortest path algorithm (DSP),

equal-cost multi-path routing (ECMP) [11], and software de-

fined routing algorithm (SDRA) [12], respectively.

The rest of this paper is organized as follows. Section II

presents system models. Section III formulates the problem

and proposes the DPCoR algorithm. In Section IV, we conduct

experiments and analyze results. Finally, Section V concludes

our work.

II. SYSTEM MODEL

A. LCAN Model

Currently, large-scale satellite Walker constellation can be

categorized into two types: Walker Polar Constellation and

Walker Delta Constellation. We focus on Walker-Delta con-

stellations in LCAN, formalized as M/H/Q, where M is the

total number of satellites, H is the number of orbits, and Q
is the phase factor. The phase offset between adjacent orbits

is denoted by �ψ = 2πQ/M . ISLs that connect satellites

within orbit plane are denoted as intra-plane ISLs, while ISLs

connecting satellites in different planes are denoted as inter-

plane ISLs.

We assume that LCAN employs the classical MapReduce

framework for distributed computing, which comprises three

stages: “Map”, “Shuffle”, and “Reduce”. When SDN controller

deployed on satellite receives a computational request, it gen-

erates a computing cluster, and allocates mapper and reducer

nodes for the computing task. Particularly, the shuffle stage

generates a substantial amount of concurrent data flows in a

short period.

In the condition of time-varying topology and limited trans-

mission bandwidths in the satellite environment, the trans-

mission of coflow becomes a bottleneck for the computing

capabilities of LCAN. The coflow on LCAN can be expressed

as

F = {fi} = {(Si, Di)} , (1)

where fi represents one of the N flows in the coflow, Si

represents the source node of fi, Di represents the destination

node of fi. Here, we assume that the information of fi
can be captured through upper-layer applications or obtained

using existing prediction technologies, thus supporting the

subsequent work in this paper.

B. ISL Model

The geocentric coordinate system is established as Fig. 1.

The geometric point O is the origin of coordinates. The x-axis

is on the equatorial plane and points to the vernal equinox

point. The z-axis is perpendicular to the equatorial plane.

The y-axis is perpendicular to x-axis and z-axis, constituting

a right-handed system. The satellite nodes in LEO satellite

network can be denoted by V = {v1, v2, . . . , vm, . . . , vM}.

Given the inclination of the satellite orbit α, right ascension

of ascending node (RAAN) β, and initial phase angle φ
of satellite v. Then, the coordinate (x(t), y(t), z(t)) of LEO

satellite v at any time t can be calculated as⎧⎪⎨
⎪⎩
x(t)=(RE + hS) cos (arcsin (sinα sinμ)) cos (γ)

y (t)=(RE + hS) cos (arcsin (sinα sinμ)) sin (γ)

z (t)=(RE + hS) sinα sinμ

, (2)

and

γ = β + arctan (cosα tanα) , (3)

where μ = ωst + φ denotes the phase of satellite at time

t, ωs is the angular velocity of the satellite, hS is altitude

of satellites, and RE is the average earth radius. The distance

between satellites can be calculated in above coordinate system

as

dmn(t) = dist(vm, vn)

= 2
√
(xm(t)−xn(t))2+(ym(t)− yn(t))2+(zm(t)−zn(t))2.

(4)

In Walker-type constellation, inter-plane ISLs are generally

considered stable because the distance of intra-plane ISL in the

same orbit is a constant, while the distance of inter-plane ISLs

between any two satellites in adjacent orbit planes changes

periodically. As a result, inter-plane ISLs are temporary links.

We will measure the connectivity of inter-plane ISLs according

to geometric visibility, antenna steering capability and inter-

satellite link capacity.

If the dmn between satellites is longer than their LoS

distance, the ISLs will be sheltered by the Earth, so the

maximum line-of-sight distance dmax can be calculated as:

dmax = 2
√
(RE + hS)2 − (RE + hT)2, (5)

where RE is the average earth radius, hT is height of thermo-

sphere.
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Fig. 1. Geometry of inter-plane ISL in geocentric coordinate.

As illustrated in Fig.1, two adjacent orbits intersect at points

PN and PS. Given the difference of RAAN �β between two

orbits, based on the spherical trigonometry, the included angle

Φ between two orbit planes is computed by

Φ = arccos

(
cos (�β)− cos(φN ) cos(φ

′
N )

sin(φN ) sin(φ
′
N )

)
, (6)

where φN and φ
′
N are phase angles from the ascending

points of two orbits to the point PN , respectively. Given the

phase angles of satellites φm and φn, The angle distance rmn

between satellites vm and vn is calculated by

cos(rmn) = cos(φm − φN ) cos(φn − φ
′
N )+

sin(φm − φN ) sin(φn − φ
′
N ) cos(Φ)

. (7)

Then the azimuth angle ϕmn from satellites vm to vn in Fig.1

can be computed by

cos(ϕmn)=
cos(φm − φ

′
N )− cos(φn +−φN ) cos(rmn)

sin(φm − φN ) sin(rmn)
,

(8)

We can further calculate the second partial derivative of

ϕmn versus rmn. When ϕmn is minimized, the limit ap-

proaches to infinity as rmn tends to zero.

lim
rmn→0

∂2 cos(ϕmn)

∂r2mn

= ∞. (9)

The fast change of ϕmn along rmn implies that when satel-

lites approach the intersection points in polar zone, the change

rate of ϕmn is maximized, which poses great difficult to the

tracking and aiming of the satellite antenna. Here we assume

that inter-plane links are closed to maintain communication

quality when the angle distance of satellites is less than rmin,

and the corresponding minimum distance of ISL is

dmin = 2R sin(
rmin

2
). (10)

Inter-satellite communication is mainly affected by free

space path loss and the thermal noise is assumed to be additive

white Gaussian noise (AWGN). Given the carrier frequency f
and the velocity of light c, the transmission loss in free space

can be obtained by

Lmn = (
4πdmnf

c
)−2, (11)

Assume that the transmission power Pt is fixed for all

satellites and which are equipped with same directionaL

antennas with perfect beam steering capabilities. Let Pr, Gr

and Gt denote the transmitting power, the transmitting gain

and the receiving gain, respectively. Then, the signal-to-noise

ratio between vm and vn can be expressed as

SNRmn =
P r
mn

N0B
=

PtGtGt

kBτBLmn
, (12)

where N0 denotes additive AWGN and B is ISL bandwidth,

kB denotes the Boltzmann constant, and τ is the thermal noise

in Kelvin. Additionally, P r
mn is the received signal power.

According to Shannon formula, we can calculate the ISL

capacity Cmn as

Cmn=B log2 (1 +
PtGtGr

kBτBLmn
). (13)

Supposing the minimum capacity of inter-satellite is Cmin,

if Cmn(t) > Cmin, the ISL between vm and vn is connected,

otherwise the ISL is interrupted.

C. Coflow Transmission Time-Varying Graphs

A classic satellite network connection can be modeled as

mesh topology: every satellite node usually has two intra-

plane ISLs and two inter-plane ISLs. In this way, the topology

of LCAN can be viewed as a Manhattan network. The 2D

topology illustration is shown in Fig.2(a). By combining the

time-varying topology and the definition of coflow set, we

can construct a time-varying coflow transmission graph for

describing the transmission of coflow.

As shown in Fig.2, the coflow transmission in time-varying

graph can be formulated as

GT = {V,E,W,F} , (14)

where V = {v1, v2, . . . , vm, . . . , vM} is set of satellites nodes,

and S,D ∈ V represent mapper node set and reducer node set

respectively.

E = {emn,m, n = 1, 2, . . . ,M} is the edge set of graphs

and emn denotes the ISLs of graphs. Actually, emn is a

function of time t, i.e.,

emn(t) =

{
1, dmin ≤dmn (t)≤dmax

⋂
Cmn≥C0

0, otherwise
. (15)

W = {wmn,m, n = 1, 2, . . . ,M} is the weight factor of

emn, whose physical meaning is the available transmission

rate at time t, i.e.,

wmn(t)=

{
Cmn(t), dmin≤dmn(t)≤dmax

⋂
Cmn≥C0

0, otherwise
.

(16)

As above-mentioned, F is a set of flows on graph. Due

to topological changes, the transmission of flow fi may be
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Fig. 2. Coflow transmission in time-varying graph. (a) time-

varying graph model of LCAN, (b)(c)(d) coflow transmission

over time slots τ1, τ2, τ3, respectively.

interrupted, we can divide the transmission of fi into several

time slots {τ1, τ2, . . . , τq, . . . , τL}, and fτ1i , fτ2i , . . . , fτLi are

the transmitted flow sizes on different slots.

Fig.2 (b), (c) and (d) show the coflow transmission over

three time slots {τ1, τ2, τ3}. The mapper nodes are S1 and

S2, and reducer nodes are D1 and D2.

The satellite distributed computing cluster is a part of the

satellite topology, as shown in Fig.2 (b), (c), and (d), the

connectivity of the ISLs in three time slots is dynamic, which

causes the diversity of flow transmit rate on different slots.

For flow fi, the rate on slots {τ1, τ2, τ3} can be denoted as

bτ1i , b
τ2
i , b

τ3
i . On slot τ2, due to the disruption of ISL, the

transmission of fi is interrupted, and the wait time of fi is

defined as ξwait = τ2. Certainly, flow fi has the choice to

bypass the interrupted link by selecting the path as indicated

by the dashed line in Fig.2 (b) (c) and (d). However, it will

result in the competition for link transmission resources with

flow f2, potentially increasing CCT.

D. CCT model

For fi in coflow set F , the flow transmission rate equals to

the available transmission rate on the most congested link of

whole path of fi. After all the paths of fi in coflow set F is

confirmed, the transmission rate of flow fi can be denoted as

b∗i (t) = {b∗i (τ1), b∗i (τ2), . . . , b∗i (τq), . . . , b∗i (τL)} , (17)

where b∗i (t) represents the transmission rate at slot t.
Assuming the flow is transmitted over L time slots

{τ1, τ2, . . . , τq, . . . , τL}, the flow fi can be denoted as

fi = fτ1i + fτ2i + · · · fτqi + · · · fτLi , (18)

where f
τq
i = τq ∗ b∗i (τq) means that the size of the flow fi on

time slot τq is equal to the length of the time slot τq multiplied

by the transmission rate allocated b∗i (τq) during the time slot.

Thus the transmission delay of flow fi can be calculated as

ξtransmit =

L−1∑
l=1

τl +
fτLi
b∗i (t)

. (19)

In summary, the completion time of coflow set in time-

varying graph model will be composed of three parts: trans-

mission delay, propagation delay, and waiting delay, which can

be expressed as

Ti = ξtransmit + ξwait + ξpropaga. (20)

The waiting delay of the transmission path results from link

interruption and the propagation delay equals to distance of

ISL divided by c. Moreover, CCT dependents on the slowest

flow in transmission, obviously, we can obtain the final CCT

as:

CCT = max
1≤i≤N

Ti. (21)

III. PROPOSED COFLOW ROUTING ALGORITHM

A. Problem Formulation

Our goal is to minimize CCT, that is, to minimize the

completion time of fi ∈ F that takes the longest time. Based

on the previous analysis, CCT depends on the path selection

of coflow. For each fi ∈ F , there will be a path from the

mapper to the reducer, which is expressed as

P = {P1, P2, . . . , Pi, . . . PN} , (22)

and

Pi =
{
p1i , p

2
i , . . . , p

k
i , . . . , p

Mi
i

}
, (23)

where Pi represents the Mi feasible paths of fi, p
k
i represents

one of paths in Pi, and the optimal path of fi is in Pi.

Here we use two binary variables xi,kmn and Xpk
i
. Xpk

i

indicates whether path pki is selected. If pki is selected by

fi, Xpk
i
= 1, otherwise Xpk

i
= 0. xi,kmn determines whether

pki contains emn. If pki contains emn, xi,kmn = 1, otherwise

xi,kmn = 0.

After the transmission path of fi is determined, the final

path vector can be denoted as

P ∗ = {p∗1, p∗2, . . . , p∗i , . . . , p∗N} . (24)

At the same time, the available capacity of the link is

limited. For each time slot τi, and on all the ISL, i.e., emn,

the following capacity constraint must be satisfied:

N∑
i=1

xi,∗mnb
∗
i (t) ≤ Cmn(t) ∀vm, vn ∈ V, ∀t, (25)

where xi,∗mn determines whether p∗i contains emn, and Cmn(t)
is the capacity of link emn at time t. To guarantee the flow fi



only use one path pki ∈ Pi, it exists:∑
pk
i εPi

Xpk
i
= 1, 1 ≤ i ≤ N. (26)

In summary, the optimization problem of the minimum

coflow transmission time in the time-varying topology can be

expressed as follows:

min CCT, (27)

subject to:

(25), (26)

B. DPCoR algorithm

Standard algorithms will take a lot of time to get an optimal

solution to the combinatorial optimization problem. When the

number of working nodes and flows increase, it is not practical

to solve the above optimization problems by traversing all path

combinations.

In order to achieve lower complexity and efficient routing

algorithm, we first assign priority attribute fprii to fi in

the coflow set F . The flow priority is initialized by the

transmission time of each flow taking in GT without compe-

tition. Higher priorities are assigned to flows that take longer

transmission time.

The fundamental principle guiding the selection from the

available path set is to ensure that flow with higher priority

find its optimal path, thereby minimizing conflicts with other

flows with lower priority. Here, we introduce the concept of

the max-conflict flow set Ωc, which comprises the flows with

the longest transmission time in the coflow set, i.e., the flows

determining the CCT.

Therefore, throughout the iterative process of the algorithm,

we consistently choose the flows with lower priority from Ωc

for path adjustments. Furthermore, it is essential to assess the

suitability of different paths at the current iteration. A kind of

suitability functions can be defined as

Score = α1δ1 + α2δ2 + (1− α1 − α2)δ3, (28)

where δ1 denotes the increment of CCT caused by path

change, δ2 denotes the increment of other flows’ transmission

delay, and δ3 denotes the increment in transmission time of the

current path compared to the optimal path. We define α1 and

α2 (0≤α1+α2≤ 1, 0≤α1≤1, 0≤α2≤ 1) as weight factors,

employed to measure the importance of different influencing

factors during the path iteration process.

Algorithm 1 is built on the aforementioned idea to achieve

the optimal solution through a step-by-step iterative approach.

In Algorithm 1, after establishment of coflow transmission

time-varying graph GT, line 3 calculates the set of reach-

able paths is obtained based on GT. Lines 4 to 8 involve

initializing the priority ordering of flows based on the shortest

transmission time of paths in the graph model. Lines 9 to 21

constitute the main iteration process of the algorithm. In each

iteration, the algorithm identifies Ωc, alters the path of the flow

fi with the lowest priority fprii in the set, and computes the

current path fitness score using (28). In line 20, the priority

Algorithm 1: Dynamic Priority Coflow Routing (DP-

CoR)

Input: GT = {V,E,W,F}
Output: P ∗, CCT

1: Initialize LCAN computing cluster and current operating

time

2: for fi ∈ F do
3: Calculate the reachable paths set Pi in GT

4: for pi ∈ Pi do
5: Calculate conflict-free transmission delay

6: end for
7: Calculate the shortest path of fi and corresponding

delay in GT

8: Initialize the priority fprii according to the shortest

path of fi
9: end for

10: while Ωc 	= ∅ do
11: Select fi with minimum fprii in Ωc

12: for pi ∈ Pi do
13: Calculate time increment of CCT: δ1
14: Calculate time increment of other paths: δ2
15: Calculate time increment of conflict-free path: δ3
16: Calculate the fitness according to (28)

17: end for
18: Select p∗ with best fitness

19: Assign p∗ → pi
20: Increase the priority fprii of fi just changed path

21: Record the optimal P ∗, CCT
22: end while
23: return P ∗, CCT

of the flow fi that has just experienced a path change is set

to the highest to prevent cyclic scheduling. Line 21 records

optimal CCT and path set during the iteration process.

IV. SIMULATION RESULTS

In the simulation, we consider a Walker-delta constellation

with arrangement (72/9/1). The specific simulation parameters

are detailed in the Table I.

To verify the adaptability of the routing algorithm to the

dynamic changes of topology, we intend to compare it with

DSP, ECMP and SDRA. The ECMP is usually seen as the

standardized routing scheme of modern data centers. SDRA

obtains the routing path by centralized routing strategy. Fur-

thermore, it can collect congestion status of the satellites in

real time and bypass the congested ISLs to balance load.

As shown in Fig.3(a), fixing the total workloads, with

increasing the number of worker nodes (decreasing the size

of each flow), will cause the CCT decreasing. When we fix

the number of worker nodes in Fig.3(b), the sizes of per

flow increase as the workloads increases, so the CCT will

also increases. Compared to the DSP, ECMP, and SDRA,

the DPCoR reduces the CCT by nearly as 38.1%, 29.9%,

and 10.1%, respectively. For the DSP, although it assigns the

optimal path for each flow in the coflow set, it does not
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Fig. 3. CCTs of DPCoR compared with three traditional routing algorithms in different scenarios.

TABLE I

SIMULATION PARAMETERS

Symbol Values Symbol Values

M 72 f 25 GHz

hS 1150 Km Gt 38.5 dB

H 9 Gr 38.5 dB

Q 1 Pt 50 W

α 53◦ B 400 MHz

�β 45◦ τ 354.81 K

consider competition during flow transmission, resulting in

link congestion. Therefore, the CCT of the DSP algorithm

is the longest. Compared to the ECMP, DPCoR demonstrates

superior performance. This is attributed to the fact that ECMP

does not account for interruptions in the networks, resulting in

poor load balancing performance. Although SDRA considers

dynamic link performance and load balancing on network,

however, it places emphasis on the average delay of routing

without making a distinctive allocation of communication

resources for flows within the coflow that contribute differently

to CCT. Hence it fails to guarantee that flows that critical to

computation delay occupy better ISLs, resulting in higher CCT

than DPCoR.

Fig.3(c) illustrates that after changing the conditions for

establishing ISLs, the available link establishment duration

within one orbit period also changes. It is evident that all

routing algorithms will increase in CCT as the available links

resource decreasing. As the link interrupted time increasing,

the CCT of DPCoR only rises by 15.0%, while ECMP

experiences a 40% increase in CCT. In the scenario where

satellite links are disconnected for up to 28.8% of the time in

a period, DPCoR still achieves performance improvements of

27.3% and 9.1% compared to ECMP and SDRA, respectively.

V. CONCLUSION

In this paper, we attempt to use a novel time-varying

topology model to depict dynamic coflow transmission in

LCAN. We analyze the LCAN topology and establish the

connectivity of ISLs model, and then we propose the concept

of coflow transmission time-varying graph. Based on the infor-

mation provided by graphs, we formulates the coflow routing

problems into a path combinatorial optimization, and propose

a heuristic routing algorithm DPCoR to ensure that flows with

high priorities within coflow are minimally impacted by links

interruptions and congestion. Simulation results demonstrate

that DPCoR improves the adaptability to the dynamic topology

of the LCAN, significantly reducing the CCT of the computing

task.
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